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OPT4SMART - ERC Project

Distributed Optimization Methods for Smart Cyber-Physical Networks
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Methodological framework for distributed optimization
Numerical tools for machine learning and control

Experimental testbed and toolbox

opt4smart.dei.unibo.it
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Computational Architectures

e Centralized methods relying on high-performance clusters

MARCONI Supercomputer
processing pwr: 18 PFLOPS
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Computational Architectures

MASTER

1
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e Centralized methods relying on high-performance clusters Yo
1

e Federated methods for large-scale problems
with several computations coordinated by a master unit
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Computational Architectures

e Centralized methods relying on high-performance clusters S

e Federated methods for large-scale problems
with several computations coordinated by a master unit

e Distributed methods exploit only peer-to-peer communication
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Distributed Optimization Paradigm

Optimization
min f(z)
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Problem data is spatially distributed and private

Exchange computation rather than data
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DISROPT: Distributed Optimization Architecture

Viw on Gt @)

disropt

DISROPT: a python framework for distributed optimization

DISROPT
Toolbox for distributed optimization in P p[:]thon Welcome t DISROPT =

Reference docs | Install guide | Getting started

developed by OPT4SMART group

the project Tho aim of tis packag isto provide an oasy way fo run
ditrbutod Jgorithms tht can bo executod by a network of poer computing
systoms.

Acomprehensive guido to DISROPT can be found i the documo Tho package s
dirocty usod.

DISROPT curronty supports M
Howover, custom communicat

n ordor 1o emulato poor-to-peor commus

implomentod

https://optdsmart.github.io/disropt/

Peer agents without a master ‘ _ ‘

Heterogenous processors may work asynchronously ‘ \
o— . O
\ ‘

Communication may change over time

G. Notarstefano — Distributed Federated Learning and Optimization — University of Bologna 4|10



Distributed Federated Machine Learning

N
min ;f(fﬂaui,yi)

Paradigm

1 Input layer  Hidden layer Output layer
e local private data u; = (uf,u?,u?) and y;

>

e learn common parameters z* € R?
(common neural network)

e communication with neighbors only

e cooperate to learn from all data
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Distributed Federated Machine Learning

N
min Y f (w5 us,y)
x
=1

Paradigm

e local private data u; = (uf,u?,u?) and y;

e learn common parameters z* € R?
(common neural network)

e communication with neighbors only

e cooperate to learn from all data

G. Notarstefano — Distributed Federated Learning and Optimization — University of Bologna 5|10



Large-scale Distributed Neural Network Training

100 agents communicating over a random graph
Neural network: ResNet50 with dataset CIFAR-10 (60k evenly shared color images)
Training on CINECA with GT-ADAM distributed algorithm + Disropt/Tensorflow

Training loss Consensus error
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Distributed Resource Allocation
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Paradigm

e negotiate a common resource b among agents

e optimize local decision x; satisfying the limited budget

e communication with neighbors only
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Distributed Cooperative Autonomous Robots

Team of N heterogeneous (mobile) robots executing complex tasks

Operation framework % } P
.. | ROS
Robot-to-robot communication E %n :
No central computation unit E B E
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Distributed Cooperative Autonomous Robots

Team of N heterogeneous (mobile) robots executing complex tasks

Operation framework

Robot-to-robot communication

No central computation unit

Complex tasks

task allocation, pickup & delivery g ‘ r oo Z

surveillance, patrolling, exploration
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ChoiRbot: ROS 2 Toolbox for Cooperative Robotics

ChoiRbot

ROS 2 Toolbox for cooperative robotics L. . .
P Distributed robotics architecture

developed by OPT4SMART group ::% 2 -

Robot-specific processes

$ocazeso

Distributed task allocation and decision-making
Distributed feedback laws (distributed MPC)

Enable distributed optimization over robots
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ChoiRbot: ROS 2 Toolbox for Cooperative Robotics

# CholRbot
Docs » Welcome to ChoiRbot! ©Editon GitHub,

Welcome to ChoiRbot!

ChoiRbot

ROS 2 Toolbox for cooperative robotics

developed by OPT4SMART group 53¢ 2

bot 2 Testa, Andrea C:

“The aim of ChoiRbot s to

networks.
centralcoordinator.

“The packageis.

to
unicycleike vehicies and single-Integrator dynamicalsystems. Plase refer o API Documentation
fora detaled description of the package functinalite.

Net©

Distributed task allocation and decision-making
Distributed feedback laws (distributed MPC)

Enable distributed optimization over robots
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Sum Up

e Distributed optimization and learning
e Distributed cooperative robotics

e Toolbox and experiments for distributed computation
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